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CHAPTER 1

Introduction to

High Availability

and Disaster Recovery
with Cloud Technology

Welcome to the world of high availability and disaster recovery. It is high time for us

to learn about database software high availability concepts. Software has become

an essential element in today’s world. Almost all businesses in every industry have
started using software to complete their business tasks more efficiently. In fact, some
professions are completely dependent on software; they get all of their tasks done using
software. On the other hand, there are some industries such as the manufacturing sector
that use software for only a portion of their life cycle. But anyhow all businesses should
be trying to utilize software to automate their work as much as possible.

Consider how the banking system has improved using software. In the past we had
to visit a bank in person and conduct a transaction with the help of bank staff members.
It took a lot of manual effort and time to conduct a transaction. Now, the banking system
has been completely reformed and automated with most of its functions being done
using software. Their tasks are automated with automatic teller machines (ATMs), which
in turn has helped to build high-quality banking products. All banks now have websites
that work 24/7, and customers are able to complete banking transactions without
the involvement of bank staff members. All this has become possible because of the

evolution of software.

©Y V Ravi Kumar, Nassyam Basha, Krishna Kumar KM, Bal Mukund Sharma, Konstantin Kerekovski 2019
Y V Ravi Kumar et al., Oracle High Availability, Disaster Recovery, and Cloud Services,
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Another example is the manufacturing industry where human attention is
mandatory at each phase of production work, but the industry uses software for data
analysis, management, auditing, and wherever else it is possible.

Now we know about the influence of software in almost all businesses, but software
runs on hardware. So, how much can an industry trust the availability of the software
itis using? If something goes wrong with the hardware and that affects the software,
then how will the business survive? If something happens to the environment where
the software and hardware are hosted, then what will happen to the application? These
questions insist on the necessity of Hardware & software’s high availability and disaster
recovery. With the booming software influence, Achieving high availability and disaster
recovery is mandatory for any industry. Having high availability and disaster recovery
denotes the capability of running a business continuously without any disruption or
irrespective of any damages or planned maintenance in the environment.

Let’s discuss an example explaining the necessity of high availability and disaster
recovery. Suppose a bank needs to migrate its data to a new data center. We know
that migration may require downtime, but the bank cannot afford downtime; that will
affect its business a lot. This is not only for banks. In this competitive world, none of
the industry can afford downtime to its business. Customers look for vendors that are
capable of providing continuous service around the clock. So, the bank has to look for
options to do migrations without any downtime.

Along with maintenance tasks, there could be a chance of other, unpredicted
disruptions that may affect the software’s availability. Natural disasters like earthquakes
may affect the site where the hardware is located, and the building that has the physical
server in it may collapse. This might be rare, but we cannot completely ignore this factor.
When a disaster happens, we will not be able to access the physical servers; hence, the
Application is not accessible, and the business cannot continue. That is unacceptable!
Our environment design should be robust to handle these kind of situations. To be
proactive, we need to set up alternate plans to be able to overcome the impact of an
earthquake or any fire or server crash that affects your physical servers located in the
data center. Remember when the World Trade Center in the United States was bombed
in 2001. The companies located on that campus lost their physical servers, but that did
not stop them from running their businesses. They came online and started serving
customers within a couple of hours. How was that possible? What did they do to
overcome such a situation? We can get answers to all these questions in this book. We
will be discussing Oracle Database and its high availability concepts.



CHAPTER 1  INTRODUCTION TO HIGH AVAILABILITY AND DISASTER RECOVERY WITH CLOUD TECHNOLOGY

In addition, we will find many best practices that can be followed in our industry to
make our data safe. This book also covers the Oracle public cloud. Enjoy reading!!!

Why High Availability?

Before proceeding into high availability, let’s discuss what we are trying to achieve with
high availability. Businesses in all industries rely on data, be it the software, medical,

or insurance industry. Take, for example, a hospital. A patient’s record is precious data.
In the past, the data was seen just as a record, and it was used for querying purposes
and to derive an annual progress report. Now data is not seen like that; it undergoes a
data mining process, and many manipulations are done using the mining results. Data
mining refers to extracting and discovering knowledge from large amounts of data stored
in a database. For a hospital, data is required not only to calculate an annual financial
sheet but to analyze how it has performed in the past and to predict how it will be doing
in the future. This analysis can proactively find out whether any existing policy requires
changes to make a better future. In fact, many industries mine their historical data and
generate statistics using various algorithms to predict future business opportunities.

Another good example is the telecommunications industry, which mines its
historical data and finds out customers’ favorite phone plan, customers’ calling behavior,
ways to improve the quality of the service, and ways to achieve better customer retention
and satisfaction. You probably have noticed many phone providers have introduced
wallets recently to avail of their service. This is one of the promotions they invented after
mining their historical data.

Another best example is e-commerce sites. When we purchase or review any item
on a web site, it records the details in the background, and the next time we log into that
site, we see items related to our past searches. Customers’ favorites are the data.

Having discussed the importance of the data, now we know why the data has to be
secured. That means the data has to be highly available in any circumstance.

Let’s discuss the high availability options one by one. At first when industry required
high availability option, they started looking at backup and restore strategies for their
data. If they lose data, they can restore it from a backup. They had invested in creating
remote backup storage, creating network connectivity for backup storage, taking backups
of data regularly to the storage, and then periodically validating the stored backups. See
Figure 1-1.
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Tape Drive

Figure 1-1. Data backup to tape drive

Low-cost media tape devices are commonly used as remote storage to store backups
for restoring. In addition to being used for restore purposes, the backup is used in the
development or preproduction environment for testing purposes.

Even now the backup/restore method is a standard practice that is used across many
industries for securing data. But there are some challenges while dealing with backup/
restore. Suppose there is a hardware failure or disaster and the current system crashes,
then the data is not available, so a backup needs to be restored on the same or different
system or in a different data center, based on the conditions. If you choose a different
system, then an additional set of storage, memory, and other resources needs to be
purchased, and then backup can be restored there. But it will take time to configure
the environment. We need to install all the dependent operating system packages for
our databases and then restore the backup. Also, the new environment should have
access to the backup storage. Here the main concern is the time required for restoring
the backup. Restoration will take time based on the volume of the data. But practically
any organization cannot afford downtime to restore a backup while it is undergoing a
disaster. Consider any international bank—their business cannot afford a single minute
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of downtime to customers. So, they need an alternate solution. In addition to downtime,
there are many challenges while dealing with backups.

e Suppose your database size is huge. Then the backup size will also be
huge. It will take more time to restore that big database.

o Ifthere is a failure with the restoration process, then you need to start
it again from the beginning, which will increase the restoration time.

o Therestoration process performance should be appropriate.

o Thereis a chance that a backup piece might have gotten corrupted
physically, which means we don’t have valid backup.

e When our backup storage is at a remote location and network
bandwidth with the remote location is poor, then the restore will take
a long time to transfer.

o To access the backup storage, we may need help from storage
administrators and system administrators along with database
administrators.

In addition, at regular intervals, we should perform restore and recovery testing to
ensure the integrity of the backup else we might end up in trouble. What if you don’t
validate your backup and it doesn’t restore properly when we need it. In other words,
the backup is not fulfilling its purpose. Another issue with backups is storage media
failure. Suppose the site with the backup has met a disaster. Then we don’t have any
backup for our database, which is an unsafe position.

The next challenging point with backups is determining a retention period. How
much backup can we store for your database? Suppose we have the need to restore data
up to one week before, as an undesirable change has been made a week ago, and we
need to restore the backup to get your database to that point. In that case, we should
have backups from a week ago. Remember, the database size will keep increasing every
day, so the backup size increases daily. So, we need to do a thorough study about the
environment and make a proper judgment about the backup retention period. Having a
high retention period will increase the need for more storage.
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In addition, we have to choose the right backup media. Storing the backup on disk
is expensive. We need to look for low-cost storage like an SBT tape. Currently many
customers have started moving backups to cloud object storage.

This discussion shows that we cannot fully trust a backup. We need something
beyond the backup to confirm that our environment is safe. Here comes the high
availability (HA) and disaster recovery (DR) concepts as our savior. In this method, a
similar environment as production/live will be maintained at a remote location, and it
will play a role if a disaster strikes. This means we will have a copy of the data at another
location, and any changes made in production will get replicated to that secondary site.
When there is a disaster situation, we don’t need to perform a restore/recovery from
backup; instead, we can connect the replicated environment and starting working on that.

By having a replicated high availability environment, we will get the following
benefits:

o The secondary environment can be switched to the live environment
at any time. The replicate environment is similar to production from
a hardware and software configuration perspective. So, it can serve
the same workload as production was serving. See Figure 1-2.

Figure 1-2. Data replication

o During a nondisaster period, the replicate environment can
contribute as a reporting database as it has live data within it. This
reduces the workload for the production database.
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Suppose we have planned to implement a change in the primary
production database and are not sure how the environment will
behave after the change. Generally these changes will be tested in
a preproduction environment. But the preproduction environment
may not have the same hardware or volume of data. So, the testing
results may not be exactly the same as the production environment
in all perspectives. Database administrator will always face this
difficulty while implementing changes in production. With a high
availability setup, we can implement the changes in the replicate
environment first and perform all testing there. Once we have
verified and are happy with the results, we can roll back the changes
in the replicate environment to get back to the original position.

Suppose we have some maintenance tasks scheduled at the
production database center that require downtime to the production
database. What do we do now? No worries. We have the replicate
environment. Redirect all our database connections to the replicate
environment. It will take seconds to do that. It is like switching our
active connections to our available database. Hardly any customers
will know about this switch.

Best Practices for a High Availability Environment

Let’s start by listing some best practices.

The replicate environment should have a similar infrastructure
from a hardware perspective. The memory, CPU, and any other
configuration should be the same as production.

The distance between the primary and standby databases should
be optimum. We cannot have both of them too close, which doesn’t
make sense. Also, they cannot be too far from each other, which
would take time to transfer data to the replicate site.

The network connectivity with the primary/production environment
should be perfect.
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So far we have seen the importance of data and how to make it highly available by
using another server. We have secured only the data at this stage. However, this is not
enough for achieving high availability; the database instance needs to be secured. The
database includes the memory and background processes, which are called instances.
We access the database’s physical file using the instance. From a database perspective,
we could say the physical data files and the database instance should be available for the
active database. When we connect to the database, a new session will get created to the
instance in the database, and this session should be active until we disconnect it. At no
point in time should the session be disconnected.

For example, while we book a flight ticket on a vendor’s web site, we expect that our
connectivity to the site will continue until we complete the booking. This means that
the web site’s web server connection and database connection for the session should be
alive until we complete the transaction. If the instance gets terminated in the middle of
flight booking, then the session will be lost, and the whole booking effort was useless. So
now we understand why we need to have high availability for database instances as well
as the database.

To achieve a high availability solution, we can configure multiple instances
connected to the same database, and these instances will run from different hardware/
nodes. If one instance fails because of a hardware failure or any other failure, it won't
be an issue. The other instances will start serving on behalf of the failed instance. The
session of the failed instance will get transferred to the active instances running on other
nodes.

Oracle has provided Real Application Cluster for high availability at the instance
level, as shown in Figure 1-3, and has provided Data Guard for high availability at the
database level, as shown in Figure 1-4. Let’s learn about these concepts in detail.
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Data Guard

Data Guard is Oracle’s high availability solution for Oracle Database. Oracle introduced
this concept in its 9i version. When it was introduced, it had only a data replication
feature. Later Data Guard was enhanced and now provides more features such as Active
Data Guard, logical standby, and so on. The redo data from the primary database will be
transferred to the standby database and is applied. This is how data replication happens.
The redo transfer could happen in two modes, i.e., Log Read Writer (LGWR from 10g) or
archived logs (available from 9i).

Oracle Data Guard has three configuration methods: maximum protection,
maximum performance, maximum availability. We should know about these
configuration methods for making efficient use of Data Guard.

Maximum Performance

This mode primarily concentrates on the performance of the primary database. The
primary database will transmit redo to standby database. Once the standby receives the
redo, it will send an acknowledgment to the primary database. In this mode, the primary
database will not wait for a standby acknowledgment to commit its transaction. The redo
will get transferred to the replicate environment, and there will be some delay between
the primary and standby on committing the same transaction.

Maximum Protection

In this mode, the primary commits the transaction only after the same transaction gets
committed on the standby database. This means the primary and standby databases
will always be in sync. But in case the primary doesn’t receive acknowledgment from the
standby, then to maintain the consistency, the primary database will be shut down.

Maximum Availability

By default this mode provides maximum protection, and if the standby is not in sync
with the primary, then it automatically switches to maximum performance mode.

10
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Importance of HA and DR

We have learned about high availability and disaster recovery. Both of them need to be
used together for the environment to have high availability at the instance and database
levels, as shown in Figure 1-5. That makes the environment complete in terms of high
availability. A disaster may happen to the physical server or to the storage device.

If the physical server gets affected, then the instances holding a customer’s session

will get terminated. This is considered as downtime to the customer. If the disaster
affects storage, then the data gets affected. That also causes downtime to customers.

PRODUCTION STANDBY
DATABASE DATABASE
INSTANCES INSTANCES

Oracle Data
Guard/Oracle
Active Data
Guard

MULTITENANT CONTAINER
DATABASE (CONTDB)

MULTITENANT CONTAINER
DATABASE (CONTSTD)

Figure 1-5. Oracle replication cluster with Oracle Data Guard

Evolution of Cloud Technologies

Cloud! Cloud! Cloud! This has become the most prevalent buzzword of the software
industry these days. Cloud computing is a booming technology. It is an Internet-based
technology that provides hardware and software services to customers.

Knowingly or unknowingly, you use cloud technology in your day-to-day environment.

11
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Google products are a simple example as shown in Figure 1-6. You might use Google
Drive (providing storage), developer.google.com (a platform for developing
applications), or Gmail (an application).
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Figure 1-6. Google products

Before we see why cloud computing is getting so much priority, let’s examine the
challenges you will face currently when an environment is set up on-premise.

e Purchasing the required hardware and setting up the
environment, including the network connectivity, firewall setup,
and load balancer: To set up the environment, we need to purchase
the necessary hardware. We need to have enough knowledge
and money to purchase the right hardware according to your

requirements.

e Managing all the hardware and software license information: Each
purchased hardware and software will have its own licensing terms.
You should be aware of those licensing affiliations. Also, we should
know what type of license each software has and its expiry details.
This is an additional duty for the administrator.

12
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e Appointing the right experts for the hardware and software
support and also a backup for those engineers in case they are
absent: We will require hardware and software administrators to
manage the environment. If the environment is set up for 24/7
access, then we need to have administrators on multiple shifts, and
backups for those engineers are also required.

o Creating disaster recovery setup: We discussed the necessity of
high availability and disaster availability. If we need to set up high
availability in the existing environment, then we have to do all the
tasks to replicate the environment that we have done for production
including hardware setup, software installation, and also licensing.

o Taking care of all maintenance tasks and scheduling them with
the right timing: All the maintenance tasks of the hardware and
software have to be taken care of manually. Specifically, backup,
patching, high availability, and all other tasks have to be taken care of
by the administrator on-site.

o Handling scalability requests for memory and storage:
There could be a need to upgrade the environment. For an on-
premise environment, we need proper planning and the right timing.
Lots of manual tasks need to be deployed to achieve this task.

¢ Needing additional resources for a short span of time:
The environment may require additional resources only for a short
span of time. For example, when there is a big sale, the number of
connections and database load will be high. Once the sale is over,
the number of connection will be normal. So, you require additional
resources such as CPU and memory only for that short duration.
But for an on-premise environment, you don’t have a provision to
own the resource for a short duration. Once you have purchased the
resources, you become responsible for it.

13
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o Paying alarge amount of money even though the resource is
underutilized: Consider that we purchased high-performance
hardware to boost the performance of our application. We have
gotten the expected performance, and we are happy with that. But
the application is more active during the daytime. In off-shift hours,
your application is not active, so the purchased costly resources are
not utilized. This means we are not utilizing the resources though we
have paid so much to configure them.

o Optimizing the resource usage: Consider a business that runs only
from 9 a.m. to 6 p.m. The system requires being up only during that
time. During off-shift times, the resource is unused. It can be set free
and can be utilized by someone who is in need of resources. Creating
such a kind of setup on-premise is a tough one.

o Changing the environment style: In on-premise, we have only one
style of working. We will take care of everything on that premise, even
if there is a need to change locations; all the responsibility falls to the

owner.

In the 1990s, we got virtualization technology. All the resources are gathered in a
pool, and the instance gets created from the pool of resources. When the instance is not
active, the resources of that instance will be made available to the resource pool so that
they will be used by another required instance.

Cloud computing uses this virtualization technology to create instances, and the
services are offered via the Internet. The services could be either hardware or software.

A new startup company doesn’t need to purchase and place hardware on-premise.
Instead, it can contact a cloud vendor and explain the expected design of the environment.
The startup can mention the specifications of the required hardware and software and
get the cloud provider to run the business.

14
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Currently there are three modes of service provided by a cloud vendor.

Infrastructure as a Service (IaaS): This is the basic level of service
in the cloud. A cloud vendor offers hardware services through the
Internet. We can purchase all the hardware services like memory,
storage, firewalls, VPNs, and load balancers via the Internet.

Platform as a Service (Paa$S): This is the next level of service. Along
with the hardware, the platform will be provided. The platform may
be a database or Java or a blockchain or a combination of multiple
services. The service differs between the vendors. Using this type of
platform service, we can develop applications. For example, we get
Database as a Service (DBaaS) in PaaS. We can use this database for
our application, and the application can be on-premise.

Software as a Service (SaaS): This is the top level of service. Along
with IaaS and PaaS, we will get software with this service. We can
immediately start using this application. The application is bundled
with the platform and the infrastructure. For example, when we
purchase software, we are indirectly purchasing a platform like a
database and hardware to host the software and its dependents.

Advantages of Having a Cloud Environment

Let’s look at the advantages of cloud environments.

Centralized Location

A cloud environment is located at some centralized data center. This means your data or
application is located at a centralized location and it is available to access from anywhere
in the world via the Internet.

Setup Cost

The initial setup cost is less on the cloud compared to on-premise. Here the cost
indicates physical money for creating the setup. Suppose we are going to create a setup
for a new startup; we need a set of physical servers, network switches, load balancers,

15
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and firewalls. After purchasing the hardware, we need to install the operating system,
prerequisite operating libraries, database, web server, and all the other required
software. We also need to configure everything. The process will start from purchasing
the appropriate cost-effective hardware and then recruiting professionals to configure
the hardware and network setup and then creating the database. We can imagine how
much physical cost would be involved in this process. Consider the same setup in the
cloud. The cloud vendor has everything in place already; we just need to specify our
requirements, and the cloud vendor will create the setup. In this case, we don’t need
to contact the hardware vendor, and we don’t require professionals to configure the
hardware and database at the initial phase.

We can utilize the Cost Estimator, as shown in Figure 1-7, provided by Oracle to
estimate the fee for having an environment in the cloud.

Cost Estimator Pay As You Go* Monthy Flex*

$0 /mo Click Buy for details

Selocting a Payment Plan

USD - US Dollar () -

@ Infrastructure
Oracle Cloud Infrastructure - Oracle Cloud Infrastructure - Oracle Cloud Infrastructure -

O Autonomeous Data Management Compute, VM Object Storage FastConnect

O Data Management

A
O Application Development

O Integration

O Management

O Content and Experience
O Analytics

O security

O svoL

O Search

Figure 1-7. Oracle Cloud Cost Estimator

Oracle also has an autonomous database flavor. Most of the DBA tasks are automated
in this model. The price estimation for the autonomous database environment can be
done at https://valuenavigator.oracle.com/benefitcalculator.

Operational Cost

Operating costs involve the day-to-day expenses such as electricity, wages/salary for

the engineers, maintenance cost, and license renewal. In the cloud, the charges will be
based on usage. It is like a “pay-as-you-go” model. You pay only for your usage. You don’t
need to worry about maintenance costs.
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Duration to Create the Setup

The time required to create the setup is minimal compared to the on-premise setup.
Let’s consider we want to create a setup with firewalls, load balancers, virtual private
networks, and so on. On top of the hardware, we need to install all the required software,
operating system libraries, and so on. Performing all these tasks on-premise may take
months to complete. We need to start with the design and then purchase the appropriate
hardware and then install all the necessary software. In the cloud, everything is in

place already. We need to just communicate to the cloud vendor about our design and
requirements. They can get us the system in a couple of hours. The initial setup creation
is much more efficient in a cloud setup. That’s one of the reasons why startup companies
prefer the cloud for their environments.

Scalability

Scalability is one of the positive attributes of a cloud environment. In an on-premise
environment, when we require additional CPU or memory, we need to purchase it and
then merge it into the existing environment in the scheduled maintenance window. This
will require manual effort, starting from purchase until the implementation. The same

is applicable when we need to remove CPU or memory. But in the cloud, it is easy. The
cloud vendor does this task for us. They will collect the required quantity from us and
add it to the instance automatically with a little bit of service maintenance.

Optimization and Modification

Our environment may face resource shortages for a short span of time or require
additional resources only for a small period. For an example, e-commerce sites advertise
big sales for particular days. They are aware that the number of customer hits will be
high on those days. They will require additional resources only for that duration. The
resources could be additional CPU, memory, or database/application instances. After
the sale, they won't require these resources. In the on-premise model, once we purchase
the resource, we would own it. Just to satisfy the requirement of a small period, we need
to spend a lot.

17
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In the cloud, this difficulty has been overcome. We can scale up and scale down at
any time. The CPU, memory, and storage can be increased and decreased at any point
in time. The cost will be based on the time we use that resource. In our example, the
e-commerce site owner can scale up with additional resources on the big sale day and
return them once the sale is over. They will be charged only for the duration that they
utilized the resources.

Ease of Handling

Though the cloud environment is handled by the cloud vendor, it has all the
necessary elements for us to handle the environment easily. The cloud vendor provides
user-friendly tools to manage the environment easily and efficiently.

The Oracle Cloud provides tools to handle each instance and also tools to manage
the database. Database tasks such as taking backups and patching are made easy in the
Oracle Cloud.

Migration

We may need to migrate our environment to the cloud. It may be a database or
application. The cloud vendor provides tools to migrate data with minimum downtime.
The Oracle Cloud has many ways to migrate data to the cloud, including logical backup,
traditional hot backup, RMAN backup, PDB cloning, transient logical standby, and
GoldenGate migration.

Security

Since the data is located remotely and someone else is managing it, obviously we may
have doubts about database security in the cloud. But the cloud vendor takes much
effort to ensure the security. First they choose the best location for having a data center.
The location should be safe and less vulnerable for natural disasters. Then they control
it at the access level. They create multiple security-level checks before letting someone
touch the environment. Trained professionals do all the security checks. It is not easy to
steal data from a cloud data center.
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Also, mostly the transaction to the cloud will happen via an encrypted channel.
All the data will be encrypted before storing it into the cloud. Also, the cloud vendor
provides an option to define who can access the environment. We can create a filter so
that only authorized people can communicate with the cloud environment.

Variety of Applications

In the cloud environment, we get a variety of applications. Oracle Cloud provides a wide
range of applications under SaaS. We could choose the application based on our needs.
The environment such as the operating system, database, and all related schemas will be
set up according to our chosen application.

Free from Operations Headaches: Licensing Expiration

A major advantage of moving to the cloud is to be free from maintenance tasks. We don’t
need to worry about licensing. With an on-premise setup, we need to know the license
we are using and when it’s due to expire. If we miss the chance to renew, we may be in

a position to miss the bug fixes. In a cloud environment, we don’t need to worry about
licensing. It will be taken care of by the cloud vendor.

Differences Between On-Premises, laaS, Paas,
and SaaS

Table 1-1 shows the differences between on-premise, IaaS, PaaS, and SaasS.
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Table 1-1. Differences Between On-Premise and Cloud Services

[ On-Premise ]

Applications

Data

Runtime

Middleware

Operating System

Virtualization

Servers

Storage

Networking

IAAS [ PAAS ] [ SAAS ]
Applications Applications APPLICATIONS
Data DATA DATA
Runtime RUNTIME RUNTIME
Middleware MIDDLEWARE MIDDLEWARE
Operating System OPERATING SYSTEM OPERATING SYSTEM
VIRTUALIZATION VIRTUALIZATION VIRTUALIZATION
SERVERS SERVERS SERVERS
STORAGE STORAGE STORAGE
NETWORKING NETWORKING NETWORKING

On-Premise

On-premise is the traditional way of maintaining an environment. All the tasks in the

environment will be taken care of by on-site engineers.

laaS

In the IaaS model, the cloud vendor hosts the hardware, including servers, storage

hardware, and networking hardware, in the data center. The cloud vendor will take

care of all the virtualization. The cloud vendor will provide hardware as a service. The

customer can deploy their platform and application on top of the hardware.
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PaaS

In the PaaS model, the cloud vendor will provide the hardware and the platform to
deploy your application. The platform could be a database or Java or any platform

to deploy the applications. For the database, the software installation and database
configuration will be taken care of by the cloud vendor. PaaS makes application
development, testing, and deployment of applications simple, quick, and cost effective.

SaaS

In the SaaS model, the cloud vendor provides everything from the hardware to the
software and applications. Customers can start accessing their applications from day 1.
They just need to input their data and start using the application.

We will be discussing more about the cloud in upcoming chapters.

Summary

This chapter gave an overview of high availability and disaster recovery and explored
their importance. Moreover, we discussed the cloud revolution, the challenges you can
face with an on-premise environment, and the advantages you can get with a cloud
environment. We also covered cloud service models and the differences between them.
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CHAPTER 2

Oracle Active Data Guard
with Cloud Services

In Chapter 1, we were introduced to the concepts of high availability and disaster
recovery. In this chapter, we will move on to the specifics of disaster recovery, which is
handled with Oracle Data Guard (DG). This chapter will give more insight into Oracle
Data Guard and its configuration and protection levels, cover the concepts of switchover
and failover, and talk about configuring DG in a public Oracle Cloud environment.

In general, guard means protection; here, Data Guard denotes data safety. The
traditional way of protecting a database is through a data backup. If something happens
and we lose your data, we can restore it using the backup. However, there are some
challenges with this method, as discussed in Chapter 1. To overcome those challenges,
Oracle has provided a better high availability option via Data Guard. Specifically, data
is protected by having a duplicate copy at a remote location. The changes happening
in production and on the primary database will be copied to the remote/secondary
database. You could say the production database has a constantly updated backup in
terms of the replicated database. If any disaster affects the production database, then it
can be recovered using the remote copy. It is highly recommended to have the remote
copy at a faraway location, maybe in a different region, so that the remote environment
will not be affected by the same disaster as the primary. The remote database is called
the disaster recovery database or standby database.

Initially, the disaster recovery (DR) database, or replicated database, was considered
to be for high availability purposes only. Later it was enhanced to serve data as a
reporting database. Regardless, the remote database has the same data as the primary;
hence, reports can query the DR database directly instead of the primary, which reduces
the burden of the primary database.
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Types of DR Databases

There are two kind of DR databases: physical standby databases and logical standby
databases.

Physical Standby Databases

This type of replicated database is an exact copy of the production database. You could
say that both databases are similar in each database block. The standby receives a
transaction of the production database through redo log entries and applies them to the
DR database. The physical standby database will always be read-only (see Figure 2-1).

REDO | sQL
TRANSPORT | APPLY
| PHYSICAL
PRIMARY REDO READ-ONLY
S —_— ———
DATABASE STREAM STANDBY
| DATABASE

Figure 2-1. Physical standby database
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Logical Standby Databases

The logical standby database is also a replicated database and is updated with
transactions of the production database. Unlike the physical standby database, it is a
read-write database; it mines the redo log entries received from the primary database
into SQL statements and applies them to the replicated database. That means this
database will be generating its own redo entries and also applying redo entries of the
production database. Though it is a read-write database, we are not able to modify the
objects that are part of the replication procedure; in other words, you cannot update the
tables, which are supposed to be updated only by production database’s redo log entries.
See Figure 2-2.

REDO | saL
TRANSPORT | APPLY

|

|

| LOGICAL
PRIMARY REDO READ-WRITE
DATABASE STREAM ' STANDBY

| DATABASE

Figure 2-2. Logical standby database

We could have more than one DR database to achieve more high availability. When
we have multiple DR databases, if one DR database fails, the others are available for
recovery. Many industries will have multiple DR databases in different regions. These
databases will be connected through a network to the primary database. Through this
network, redo entries are transmitted from the primary to the DR databases. Remember
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that this is one-way communication; it means redo entries always flow from the primary
to the standby databases or from the standby to the other standby databases. The
network plays a crucial part in this DR activity. If the network is poor, the replication will
be affected. If the network fails to communicate, then the databases will not be in sync.

DR Activity Attributes

Before discussing the activities involved with the DR database further, let’s discuss the
attributes involved in the DR activity.

Log Destination

In database archived log mode, online redo log entries will be archived as archived logs
before they get flushed away for reuse. The archived logs’ location is denoted through
the parameter log_archive _dest N, where N denotes the location number. The location
could be a local or remote destination. The local destination can be denoted through
the directory location, and the remote destination can be specified through the TNS
connection string. In a DG configuration, the standby will be the remote destination.
The primary database transfers redo data to the standby through this parameter, and the
standby database’s TNS connection string will be specified for the remote location.

The log transmission to the remote destination could happen via ARCH mode or
LGWR mode.

ARCH

The online redo log gets archived into the archived log before it gets flushed. In ARCH
mode, the archived log is created at the local destination and the remote destination,
which is the standby in DG setup. The archived logs will be transferred to the standby,
and the media recovery process (MRP) reads the archived logs and applies the
transactions.
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Log Writer Process

In log writer (LGWR) mode, the redo log entries will be transferred from the primary
database server to the standby database servers, and the transferred entries will be
written to the standby redo logs. This means in real time the redo data travels from the
primary to the standby database server and gets stored in the standby redo log. The
MRP will be reading the contents from the standby redo logs and applying them to the
database. The MRP will not wait until the standby’s archived logs get filled and archived.
Two Data Guard processes, log network server (LNS) and remote file server (RFS), play
role in LGWR mode.

LNS

The LNS process reads the redo data from the log buffer in the shared global area (SGA)
and transmits it to the standby via Oracle Net services. It can transfer the redo to multiple
destinations as defined by the log_archive_dest_ N parameter.

RFS

The RFES process receives the redo data from the LNS process and writes it to a sequential
file called the standby redo logs. The MRP reads the standby redo logs to apply
transactions to the database. See Figure 2-3.

PRIMARY STANDBY
DB DB
REDO LOG LNS SRL MRP
L_| BUFFER | [— —> > —>

Figure 2-3. LNS, RFS, SRL, and MRP
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Behavior of the DR Activity

DG has three modes of redo transportation. The mode denotes the behavior of the DR
activity. The modes are maximum availability, maximum protection, and maximum
performance.

Maximum Protection

In this mode, the primary database will not commit the transactions unless it receives an
acknowledgment from the standby database that the transaction has been committed

at the standby database. If the standby takes time to acknowledge, the primary database
will be in a waiting state until it reaches the threshold period, and then it will be shut
down. This gives the highest level of data protection so there is no data loss between the
primary and standby databases.

Maximum Availability

In this mode, the primary database will transmit the transaction to the standby
databases via redo log entries and commit the transaction once it receives
acknowledgment from one of its standby databases